<https://www.kaggle.com/competitions/telecom-churn-case-study-hackathon-c58/overview>

**Overview**

**Description**

**Problem Statement**

In the telecom industry, customers are able to choose from multiple service providers and actively switch from one operator to another. In this highly competitive market, the telecommunications industry experiences an average of 15-25% annual churn rate. Given the fact that it costs 5-10 times more to acquire a new customer than to retain an existing one, customer retention has now become even more important than customer acquisition.

For many incumbent operators, retaining high profitable customers is the number one business goal. To reduce customer churn, telecom companies need to **predict which customers are at high risk of churn**. In this project, you will analyze customer-level data of a leading telecom firm, build predictive models to identify customers at high risk of churn.

In this competition, your goal is to build a machine learning model that is able to predict churning customers based on the features provided for their usage.

**Evaluation**

**Goal**

It is your job to predict if a customer will churn, given the ~170 columns containing customer behavior, usage patterns, payment patterns, and other features that might be relevant. Your target variable is "churn\_probability"

**Metric**

Submissions are evaluated on [Classification Accuracy](https://scikit-learn.org/stable/modules/model_evaluation.html#accuracy-score) between the value of the predicted value and the actual value of churn for each of the customers.

![](data:image/png;base64,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)

The public leaderboard is going to rank your submission against other users while the competition is active, however, once the competition is ended, the final ranks will be calculated on the private leaderboard.

**Submission file format**

The file should contain a header and have the following format (CSV):

id,churn\_probability

70005,0.0

70006,1.0

70007,0.0

etc.

A sample file can be found attached in the Data section of this competition.

**FAQs**

**How do I contact support?**

For this competition, any questions, concerns, or technical difficulties will be addressed at the Discussion forum on UpGrad Learn platform. Any discussion posted regarding support on this competition page will have to be redirected to the same portal.

**What’s the difference between a private and public leaderboard?**

The Kaggle leaderboard has a public and private component to prevent participants from “overfitting” to the leaderboard. If your model is “overfit” to a dataset then it is not generalizable outside of the dataset you trained it on. This means that your model would have low accuracy on another sample of data taken from a similar dataset.

**Public Leaderboard:** For all participants, the same 70% of predictions from the test set are assigned to the public leaderboard. The score you see on the public leaderboard reflects your model’s accuracy on this portion of the test set.

**Private Leaderboard:** The other 30% of predictions from the test set are assigned to the private leaderboard. The private leaderboard is not visible to participants until the competition has concluded. At the end of a competition, we will reveal the private leaderboard so you can see your score on the other 30% of the test data. The scores on the private leaderboard are used to determine the competition winners.

**What are kernels?**

Kaggle Kernels is a cloud computational environment that enables reproducible and collaborative analysis. Kernels support scripts in R and Python, Jupyter Notebooks, and RMarkdown reports. Go to the Kernels tab to view all of the publicly shared code on this competition.

**Data**

**Dataset Description**

**File descriptions:**

* **train.csv**: Contains 172 columns. The primary key that represents each customer is id. The target variable that you need to predict is churn\_probability which contains a value of 0 or 1. This data is what you are going to use for EDA, cleaning, feature engineering, model building, model evaluation, model selection, and finally model training.
* **test.csv**: Contains 171 columns, doesn't contain the target variable churn\_probability. You will apply all the necessary preprocessing steps to get this data into the right format and then use the model trained using the *train.csv* file to make predictions with this. This is unseen data! Only the competition hosts know the actual values of the target feature for this data and therefore your submissions will be evaluated on how well your model does with this dataset.
* **sample.csv**: This contains the format in which you need to submit the solutions to Kaggle. The id column in this dataset exactly the same as the id column in *test.csv*. You will make your predictions on the *test.csv* data and store them in a submission file that has the same format as this file. Check the **Overview>Evaluation** tab for mode details.
* **data\_dictionary.csv**: This contains the definitions for the various acronyms that you will need to understand each variable. For example, the variable total\_og\_mou\_7, contains the acronyms total, og, mou, and 7, which can be translated as the total outgoing minutes of voice calls made by the user in month of July.

**Data Definitions**

The definitions are also listed down below:

* CIRCLE\_ID : Telecom circle area to which the customer belongs to
* LOC : Local calls - within same telecom circle
* STD : STD calls - outside the calling circle
* IC : Incoming calls
* OG : Outgoing calls
* T2T : Operator T to T, i.e. within same operator (mobile to mobile)
* T2M : Operator T to other operator mobile
* T2O : Operator T to other operator fixed line
* T2F : Operator T to fixed lines of T
* T2C : Operator T to it’s own call center
* ARPU : Average revenue per user
* MOU : Minutes of usage - voice calls
* AON : Age on network - number of days the customer is using the operator T network
* ONNET : All kind of calls within the same operator network
* OFFNET : All kind of calls outside the operator T network
* ROAM : Indicates that customer is in roaming zone during the call
* SPL : Special calls
* ISD : ISD calls
* RECH : Recharge
* NUM : Number
* AMT : Amount in local currency
* MAX : Maximum
* DATA : Mobile internet
* 3G : 3G network
* AV : Average
* VOL : Mobile internet usage volume (in MB)
* 2G : 2G network
* PCK : Prepaid service schemes called - PACKS
* NIGHT : Scheme to use during specific night hours only
* MONTHLY : Service schemes with validity equivalent to a month
* SACHET : Service schemes with validity smaller than a month
* \*.6 : KPI for the month of June
* \*.7 : KPI for the month of July
* \*.8 : KPI for the month of August
* FB\_USER : Service scheme to avail services of Facebook and similar social networking sites
* VBC : Volume based cost - when no specific scheme is not purchased and paid as per usage